
  

 

 

 

I. INTRODUCTION 

The study of disease occurrence is called epidemiology. 

An epidemic is an unusually large, short-term outbreak of a 

disease. A disease is called endemic if it persists in a 

population. Over the last fifty years, epidemic models have 

been received a great attention in mathematical ecology. It is 

well-known that the involvement of many scientists in the 

development of a wide range of better models to describe the 

evolution of various types of epidemics [1]-[5].The 

propagation of an infection governed by these models do not 

incorporate any structure due to age, sex, variability of 

infectivity, or spatial position. 

Several extensions of the model have been consider, 

focusing on better describing many specific features of the 

disease kinetics, though few have focused on spatial issues. 

Dietz and Schenzle [6] have pointed out that realistic 

epidemic models should consider vaccination programmes. 

There are many epidemic models which consider the effect of 

vaccination in epidemic models. Usually most of the models 

assume vaccination of individuals of all ages a constant rate 

or vaccination of specified fractions of individuals at given 

ages [7]-[10]. They have focused on the identification of 

what proportion of the population would need to be 

vaccinated to prevent influenza epidemics and pandemics. 

Anderson and May [11], [12] have shown the impact of 

different immunization policies on the age-specific incidence 

of rubella and measles. Greenhalgh and Das [13] studied SIR 

model with susceptibles divided into two classes. 

Samsuzzoha et al. [14] proposed the influenza model with 
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vaccination and analyzed a model structured by spatial 

position in a bounded one-dimensional environment. These 

studies, however, gave no detail on the numerical method 

used to solve the resulting nonlinear initial-boundary value 

problems. 

The Influenza epidemic model with vaccination and 

diffusion by Samsuzzoha et al. [14], 
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The initial conditions are of the form,  
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Abstract—The SVEIR (susceptible vaccinated exposed

infectious recovered) influenza epidemic model involving 

non-linear ordinary differential equations is studied and 

extended to incorporate diffusion in one-space dimension to 

enable the geographic spread of the disease in a population 

first-order in time and second-order in spaces based on finite 

difference method are constructed to obtained the numerical 

solution of the proposal model. A parallel implementation 

procedure is studied and the proposed model is simulated by 

using  the constructed method in order to investigate the rate of 

vaccination.

Index Terms—SVEIR epidemic model, finite difference 

method, parallel implementation. 

TABLE I: MODEL PARAMETERS [9]

Parameters Description Value

 Contact rate 0.514

E
Ability to cause infection by exposed 

individuals
0.250

I
Ability to cause infection by infectious 

individuals
1.000

V
Ability to cause infection by vaccination 

individuals
0.1

 Rate of latency 0.500
 Rate of clinically ill 0.200

 Rate of duration of immunity loss 1/365

 Natural mortality rate 85.5 10

r Birth rate 57.140 10

 Recovery rate of latents 41.857 10

 Flu induced mortality rate 69.3 10

 Rate of susceptible 1/365

 Rate of vaccination Variable



  

II. NUMERICAL METHODS  

A. Discretization and Notations 

A solution of the system of partial equation (1)-(3) may be 

computed by finite-difference methods by discretizing the 

space interval [ ,L L ] into M  sub-intervals each of width 

0,h  and the time interval 0t   is discretized in steps 

each of length 0.  

The open rectangle 

   0L x L t      
 

and its boundary ∂, consisting of the lines x = -L, x = L and 

t = 0, are covered by a rectangular grid having coordinates 

of the form (x, t ) = (xm , tn) = (-L+mh , nl)  

where 

     

( 0,1, 2,..., )  and ( 0,1, 2,3,....).
m n

x L mh m M t n n       

The solutions of (1)-(3) at the typical mesh point ( , )
m n

x t   

are 

( , ), ( , ), ( , ), ( , ), ( , )m n m n m n m n m nS x t V x t E x t I x t R x t
 

denoted by  

, , ,n n n n
m m m mS V E I

 

and n
mR respectively. The solutions of numerical 

approximations at the same mesh point will   be denoted by    

, , ,n n n n
m m m mR V E I     

and  n
mR respectively. 

B. Construction of Method 

Finite-difference methods are constructed by 

approximating all time derivative in (1) by the first-order 

forward-difference replacement 

( , ) ( , )
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and the space derivative by the second-order approximant  
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Using (4) and (5) and making appropriate approximations 

for the right hand-side functions of the model (1), we obtain  
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where  
2   and m=0,1,2,..., ;  0,1,2,..p h M n   

C. The Local Truncation Error 
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associated with (11)-(14) at the point (x, t) = (xm , tn), which  

may  be written down from (6)-(10) are given by 
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Expanding 
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Equation(21) verify that the method are (11)-(15)  
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D. Implementations 

The derivative 
S

x




 in the boundary conditions (3), is 

approximated by the second-order, central-difference 

replacement 
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The implementation of the boundary condition, the method  

(11)-(15) yield on  and x L x L   , 
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where T denotes transpose. The modification to the formulae 

of the families of method (11)-(15), and their implication, are 

as follows. 
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Thus, the solution vector , , ,S V E I     and R may be 

obtained using the following parallel algorithm:  

Processor I              
1

1 1 1
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Processor II             1
2 2 2

n nA Q H  V V                         (47) 

Processor III           
1

3 3 3
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Processor IV           
1

4 4 4
n nA Q H  I I                       (49) 

Processor V            1
5 5 5

n nA Q H  R R                      (50) 

                                               

where Ai , i= 1, 2… 5 are constant tridiagonal matrix of order 

M+1. And , 1,2,...,5Q ii  are constant vector of M+1. 

The diagonal matrices  , 1,2,...,5H ii   are also of order 

M+1.The element , , ,A Q Hi i i for 1,2,...,5i  are easily 

obtained From (11)-(15) with 0,1,...,m M as described 

above, the linear algebraic systems given by (16)-(20) can be 

solved using parallel computation, the vector  , , ,S V E I      and  

R can be obtained simultaneously and thus the time taken to 

m = 0, 

For m = 1, 2… M-1 

,  
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solve PDEs will be reduced significant.  

E. Numerical Expriments   

 To test an implicit method (7) the model (1) is solved and 

the initial/boundary-value consisting of the Eqs. (2) and (3)  

by using the set of parameters:  
8 5

  0.514 , 0.25,  1  ,  = 5.5 10 ,   = 7.14 10E I r
 

       
4 6 1 1

 = 1.857 10 ,  0.1 ,  = 9.3 10 ,   ,  =
2 365

v

 

       

 

1 1
   ,     , 
5 365

  

 

and the diffusion rate, di=0.005, (i=1, 2, …, 5). 

In this experiment, taking h= 0.2 so that M = 20, giving the 

discretization xi(i=0, 1, …, 20) of the interval 2 2,x    

The initial conditions in (2) are distributed as follows (see 

Fig. 1- Fig. 3) 

Experiment the initial conditions (i): 
 

 
 

 
Fig. 1. Solution with initial condition (i). 

 

 
 

 

 

 
 

 
Fig. 2. Solution with initial condition (i) and with diffusion for cases 

 =0.001(----), =0.05(….) and  =0.5 (  ) at t=20 days and t=0 day 

(       ). 

 

Fig. 2 shows the output with initial condition at t = 0 and t 

= 20 days the susceptible population is spreads all over the 

domain [-2, 2]. At t = 20 days case    0,001 the infection 

population is spreads all over the domain [-2, 2]. Case 

  0.05 the infection population spreads in domain [-1.8, 1.8] 

and case   0.5 the infection population is spreads in 

domain [-1.6, 1.6]. The exposed case   0.001, 0.05   

and 0.5   is spreads in domain [-1.8, 1.8], [-1.6, 1.6] and 

[-1.2, 1.2] respectively. The increment of vaccinated 

population enlarges the number rate of vaccinated.  

Experiment the initial conditions (ii): 
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Fig. 3. Solution with initial condition (ii). 
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Fig. 4. Solution with initial condition (ii) and with diffusion for cases 

 =0.001(----), =0.05(….) and  =0.5 ( ) at t=20 days and t=0 day 

(       ). 

 

Fig. 4 shows the output with initial condition (ii). The 

susceptible population is steadily spreading to domain [-0.6, 

0.6]. After t = 20 days it spreads to the whole domain [-2, 2] 

as 0.001,  0.05   and 0.5   respectively. Infection is 

spreading to domain [-0.6, 0.6] at t = 0 and t = 20 days. At t = 

20 days recovery is taking place in the domain [-0.6, 0.6] as 

case 0.001  and 0.05  it has spread to domain [-0.4, 

0.4] for case 0.5.   The increment of vaccinated 

population enlarges the number rate of vaccinated 

 

III. CONCLUSION  

An implicit finite-difference scheme has been developed 

and implemented in this paper for computing the solutions of 

the SVEIR model with vaccination in one dimension(1). The 

accuracy of the constructed method is first order in time and 

second-order in space. The numerical experiments showed 

that the numerical solution obtained from the constructed 

method is coincided with the solution in [2]. Moreover, the 

numerical results showed that the dynamic behavior of 

influenza depends on the initial distributions and the 

diffusion rate. 
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