
  

 

Abstract—We consider an approximation of one-dimensional 

fractional diffusion equation. We claim and show that the finite 

difference approximation obtained from the 

Grünwald-Letnikov formulation, often claimed to be of first 

order accuracy, is in fact a second order approximation of the 

fractional derivative at a point away from the grid points. We 

use this fact to device a second order accurate finite difference 

approximation for the fractional diffusion equation. The 

proposed method is also shown to be unconditionally stable. By 

this approach, we treat three cases of difference approximations 

in a unified setting. The results obtained are justified by 

numerical examples. 

 

Index Terms—Fractional derivative, diffusion equation, 

grunwald approximation, crank-nicolson method.  

 

I. INTRODUCTION 

Fractional derivative is becoming a popular tool to model 

various physical phenomena and to describe the dynamical 

characteristics of the physical system better than the standard 

integer order derivatives. For example, the reaction-diffusion 

problem is better described by fractional differential equation 

than the classical diffusion equation when there is a presence 

of anomalous diffusion of particles [1], [2]. There are some 

probabilistic interpretations of the fractional derivatives that 

better suits in the control theory as well [3], [4]. 

Consider the numerical approximation of the 

one-dimensional fractional diffusion equation 
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              (1) 

 

defined in a bounded spatial domain RL xxx   with time 

domain .0t  Here, 0)( xd
 is the diffusion coefficient 

and ),( txq  is the forcing term representing either a source or 

sink. The initial and boundary conditions are given by  

 

0( , ) 0; ( , ) ( ), 0; ( ,  0) ( ).L R Ru x t u x t b t t u x s x     

 

We assume that  21    which is considered useful for 

applications. The fractional derivative in the (1) is a 

(left-sided) Riemann-Liouville derivative of order  defined 

as 
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where  n  is the integer  such that  .1 nn     

Note that the integer cases 1
 and 2 are the classical 

advective flow and diffusion equations respectively.  The 

case of non-integer   is used to model the super diffusive or 

anomalous diffusive flow in which a cloud of particles 

spreads at a faster rate than in the classical model [5]-[8]. 

Different approximation schemes for fractional derivatives 

have been proposed in the recent past [9]-[12]. Due to its 

non-local nature–that is, the calculation of fractional 

derivative at a certain point requires function values far from 

the point as well–the fractional derivative has more complex 

expressions than its integer counterparts. Consequently, the 

approximation of the fractional derivative involves grid 

points up to a boundary of the domain of the function 

concerned. 

One of the approximations for the fractional derivative is 

given by finite differences based on left sided 

Grünwald-Letnikov formulae [13]-[15] given in equation (3) 

in Section II.  

The approximation presents some limitations. First, it 

results in unstable numerical methods for initial value 

problems even for some implicit methods that are well known 

to be stable for integer derivatives. Second, the order of 

accuracy for approximation of the fractional derivative is 

never more than one [16]. To remedy the instability, a shifted 

Grünwald approximation is used in some recent literatures 

[17]. Still, the order of error of the approximation remains the 

same –the first order [17]. This is considered a limitation in 

improving the accuracy of finite difference approximation of 

the Grünwald-Letnikov formulation[16].  

In this paper, we claim that the approximation based on the 

Grünwald-Letnikov formulation is, in fact, of second order 

accuracy for the fractional derivative at an intermediate point 

between the nodal points.  

We use this fact to solve the fractional diffusion (1) and 

show that it gives an unconditionally stable method of second 

order accuracy for the solution with a Crank-Nicolson type 

formulation. 

Earlier, second order accuracy for the fractional diffusion 

equation was obtained in [17] by first computing the 

Crank-Nicolson method for two uniform grid partitions, 

giving two approximate solutions of first order accuracy for 

the spatial dimension, and then by extrapolating the two 

results to obtain the second order accuracy. The number of 

grid points in the second partition is double of the first. In our 

approach, we directly obtain the second order accuracy from 
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only one grid partition which is coercer of the two considered 

by them.  

In Section II we demonstrated the second order accuracy 

of the Grünwald approximation. In Section III we justified 

the second order accuracy of the approximation. In Section 

IV we derived a Crank-Nicolson type method for the 

approximating the fractional diffusion equation. In Section V 

we proved the stability of the approximation methods. In 

Section VI we presented some numerical results to verify our 

claim. 

 

II. FRACTIONAL DERIVATIVE AND APPROXIMATION 

Let a function )(xf  be defined in a bounded interval [a, b] 

and be sufficiently differentiable to satisfy the results that 

follow. We assume that 0)( xf  for .ax    

For a real number R , the fractional derivative 
 dxxfd /)(   is defined, among many formulations, by the  

standard Grünwald-Letnikov formulation  
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The upper limit )(xN  of the index of summation is often 

taken as  ,/)()( haxxN  where  x  is the floor integer 

of x, but, it could be anything diverging as h approaches zero. 

Another choice of N(x) for efficient computation is 

considered in [18]. The formulation (2) stems from the 

formulation of the integer order derivatives extended to a real 

number.  For a review of Grünwald-Letnikov and various 

other formulations and examples, see [19] and the references 

therein. 

For a fixed h, the fractional derivative is approximated by 

simply dropping the limit in the Grünwald-Letnikov 

formulae as 
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where 
, ( 1) .k

k
k



 
    

 

 We refer )(xfx
  the Grünwald 

approximation of )(xfDa


. The coefficients 
, k  can be 

computed by the recursive formulae 
, 0 1,   

, 1 , ( ) /( 1)k k k k      . 

In Tadjeran et al.[17], it is proved that the approximation 

(3) is of first order accuracy. Earlier, Lubich [12] also 

showed the first order accuracy of this approximation. 

Subsequently, many researchers have considered this first 

order accuracy as a fact for the Grünwald approximation (3). 

(See also, for instance, [16]). 

Moreover, the approximation (3) fails to give stable 

solutions, even for traditionally stable methods, such as 

implicit and Crank-Nicolson methods. In [17], a shifted 

version of the Grünwald approximation was considered with 

an „integral‟ right shift of the grid points of the 

approximating domain to gain the stability back. In other 

words, (3) is considered an approximation of the fractional 

derivative at an inner grid point ,phx  where p is an integer, 

instead of the right most grid point x. For ,21   the 

optimal choice for p is one ).1( p  Still, the order of the 

approximation remains the same – the first order. We state 

below the result obtained in [17]. 

Proposition 2. 1. Let 
31 2, ( )nf C R    such that 

all derivatives of f up to order n+3 belong to 
1( ).L R  For any 

integer 0p  , define the shifted Grünwald difference by 
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Then, we have, for some constants la  independent of  

,  h f and x, 
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  (5) 

 

uniformly in .x R  

When the function )(xf  is extended leftward with zero 

values, the location of the left boundary Lxa  in the 

definition becomes unimportant. Therefore, a  in (5) is 

not a problem. 

The first two coefficients in (5), pa  2/1   and 

,24/)2/(2/1 2
2   pa  are of interest to us. 

Since the shift p is an integer, while ,21   we have 

.01 a  This means that (4) is a first order approximation of 

the fractional derivative and never improves as long as p 

remains an integer. 

However, if we allow p to have any real value, for 

,21   one may choose 2/p  and therefore force 1a  

to vanish resulting a second order approximation by (4) with 

.24/2 a  That is, )(2/, xfx

  will give a second order 

approximation to the fractional derivative (2).  

Note that, when ,1  this will mean the second order 

two point central difference formulae for the derivative at the 

mid point with ,2/1p  

 

)(/))2/()2/(()(' 2hOhhxfhxfxf  ,  

and when ,2  the second order three point central 

difference formulae  for )('' xf  at the mid grid point with 

1p ,  

).(/))()(2)(()('' 22 hOhhxfxfhxfxf   

 

The fractional shift may, therefore, be considered a 
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generalization of the above two cases to the fractional 

derivative. 

Of course, this brings a misalignment of the grid points to 

intermediate points between the equi-spaced grid points. This 

misalignment can be avoided by shifting the point of the 

derivative to an intermediate point thus realigning the points 

of the difference formulae back to the grid points as shown in 

Fig. 1.  

 

 
Fig. 1. Alignment and realignment of the grid points due to fractional shift. 

 

III. A SECOND ORDER APPROXIMATION 

In this section we give a mathematically rigorous setting 

for the second order approximation discussed in Section II. 

Theorem 3.1. Let )(3 RCf n  such that )(1)( RLf k   

for all .3 nk  For a fixed h, and for a parameter
 
 , there 

exist coefficients ),(la independent of h, f and x, but 

dependent on   such that 
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Here, p is an integer. When ,2/  p  the 

approximation has an error of ).( 2hO   

Proof: The proof closely follows the result of [17]. 

Therefore, we skip the details which are replicate in their 

proof.  

The Fourier transform of a function )(xf  is given by 

.)()(ˆ))](([ 
R

ikx dxxfekfkxfF  It is known that  

)(ˆ))](([ kfekhxfF hik   and 

).(ˆ)())](([ kfikkxfDF    (see also [19]).  

Now, taking Fourier transform of the left hand side of (6), 
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where .ikhz   The function )(zg , being analytic, has an 

expansion 





0
)(

l

l
l zazg , where la  are dependent on 

,     and p only. Therefore, with the conditions of the 

theorem, the analysis in [17] concludes (6).  

In the expansion of ),(zg  we have the coefficients 

,00 a  ),(
21
  pa and .)(

2

2

22
1

242

2  pa  

When ,
2
  p we have an estimate of order 2 with 

.
242
a   

Remark 3.1. By the choice of the parameter  , which 

depends on the integer shift, the arbitrary right shift p 

becomes irrelevant to the formula. For ,21   a shift with 

1p  gives 2/1    and for the un-shifted formula with 

0p ,we have 2/  . Thus, the derivative point for the 

second order approximation is always between the two 

rightmost grid points x and .hx  (Fig. 1). 

Remark 3.2. For 1 , we get the second order two point 

central difference formulae in the form 

)(
)()(

)2/(' 2hO
h

xfhxf
hxf 


             (7) 

and when ,2  we have the second order central three 

point formulae for the second derivative at x. 

 

).(/)]()(2)2([)('' 22 hOhxfhxfhxfhxf   

 

IV. APPLICATION TO FRACTIONAL DIFFUSION EQUATION 

We derive a Crank-Nicolson type scheme for the fractional 

diffusion (1) and show that it is consistent with second order 

accuracy. We assume that the fractional differential (1) with 

the given initial and boundary conditions is well-posed, 

having a unique solution.  

For the finite difference approximation of (1), the spatial 

domain [ ,  ]L Rx x  is discretized into N uniform subintervals 

of size ./)( Nxxx LR   The time domain dscretization 
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with M subintervals of size MTx /  is used for the 

interval .0 Tt   Denote the spatial and time grid points as 

Nixixx Li ,,1,0,   and Mjtjt j ,,1,0,   

respectively. 

In order to apply the second order approximations of the 

spatial fractional derivative and a second order 

approximation for the time derivative, the diffusion (1) is 

expressed in a shifted form in both spatial and time variables 

as 

 

),2/,(

)2/,()(

)2/,(

ttxxq

ttxxuDxxd

ttxxuD

x

t














           (8) 

 

where tDt  /  and ./  xDx   

For the approximation of function values at shifted points 

by the function values at the grid points, we have the 

following.  

Proposition 4.1. Let )(2 RCf   be a function having 

derivatives up to order 2. For a fixed 0h  and ,R we 

have for the function value :)( hxf   

 

).()()()1()( 2hOhxfxfhxf            (9) 

Proof. Taylor series expansions. 

The fractional derivative at the shifted point xx    in (8) 

is approximated by the difference approximation , 1 ( )x f x  

in (4) (with 1p ) and the time derivative at 2/tt   is 

approximated by the second order central difference 

approximation in (7). This gives 
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Here, we separated the coefficient factor )2/1(1  a  

for later analysis. 

Again, the function value of ),(  xxu   is approximated 

by the second order forward approximation in equation (9). 

Moreover, the function value of )2/,( ttu   in the 

approximation of fractional derivative is approximated by the 

second order approximation for the time in equation (9) with 

.2/1  These are the averages of the adjacent function 

values of the time grids tt   and t, and results in the 

Crank-Nicolson type method. Altogether, these give 
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ini     and 
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i 
   the second order 

approximation for both spatial and time variables is given by 
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When ,2/1    we have 01 a  and obtain the 

second order approximation. For other choices it remains at 

first order. 

We denote by 
n
iU the numerical approximation of the 

function values .n
iu  The Crank-Nicolson type 

approximation of the fractional diffusion equation is then 

given by 
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(10) 

 

Defining the column vectors 
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  q  and 

),2/( 
 xtdii    the equation (10) may be written in 

matrix form as 
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where  AT ,F  are Toeplitz matrices and F
b  is the vector 

obtained by imposing the boundary conditions. They are 

given by  
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Rearranging (11), we obtain the iterative scheme  

 

 ,)()( 2/11 FnnFnF
 bqUATUAT       (12)  

 

One may solve (12) to obtain the approximate solution 
1n

U  at the time step 1nt with initial condition 

)].(,),(),([ 102010
0

 Nxsxsxs U  
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Remark 4.1. For ,0 we have the first order CN 

formulation given in [17]. For ,2/1    we obtain a 

Crank-Nicolson type formulations with second order 

accuracy. Also note that, by choosing ,1  we get the first 

order „un-shifted‟ Crank-Nicolson formulation which is 

surprisingly unstable [13].  

Moreover, for ,2  we have ,02/1    and get 

the classical Crank-Nicolson formulation of order 2, shifted 

by default. 

Remark 4.2. Since the system to be solved involves only 

Toeplitz matrices, a fast algorithm using FFT can be 

employed by doubling the size of the system. For details of 

this approach for a similar system, see [18]. 

We compare the computational cost of our method with 

what was given in [17]. Note that the method given in [17] 

with extrapolation to obtain second order accuracy used three 

times the number of the grid points used in our approach. If a 

naïve (direct) solver of )( 2NO  is applied to the system (10) 

with operation count
2KN , where K is a suitable constant, 

the saving ratio of operations count relative to our method is 

9)/()3( 22 KNNK  which has relative saving of 

(9-1)/9=88.88%. On the other hand, if the FFT approach with 

)log( 2 NNO  given in [18] is applied to both methods, the 

ratio of operations count will be 

,3)log/(3log3 22 NKNNNK  which has a minimum 

saving of (3-1)/3=66.66%. 

 

V. STABILITY AND CONVERGENCE 

As for the stability of the scheme (12), we have the 

following result. 

Theorem 5. 1. The Forward Crank-Nicolson scheme (12) 

is stable unconditionally of the choice of the grid points if and 

only if .2/1  

Proof: We shall prove that the magnitude of the 

eigenvalues of the iterative matrix )()( 1
 ATAT FF    is 

<1. 

For this, we have the following steps: 

1) The real parts of the eigenvalues of A  are negative and 

they are characterized by the symmetric part 

2/)( TS AAA    of A . For, by Greschgorin 

theorem [21], the eigenvalues of a matrix A are in the 

disks centered at each diagonal entry iii AC ,  with 

radius .||

,1

,




n

ikk

kii Ar  For the matrix A , we have 

    iii wC 1,  and 

  





   i

i

ikk

kiii wr
1

,1

1, . Therefore, these disks 

lie in the left half of the complex plane and thus the real 

parts of the eigenvalues are negative. 

2) The matrix FT  is positive definite if, and only if, 

.2/1  It is clear since |||1|    iff 2/1 . The 

matrix also has a real eigenvalue 1  of multiplicity 

.1N  

3) The eigenvalues of  ATG F 1)(   have negative real 

parts. For, the real part of the eigenvalues of G will lie in 

.)/()( MxTxxAxm FTST   where m,M are the 

minimum and maximum of the eigenvalues. As FT  is 

positive definite, we have 0 Mm  by i. 

4) Since )()()()( 11 GIGIATATC FF  
 , if 

  is an eigenvalue of G, then )1/()1(    is an 

eigenvalue of C. We have 0)Re(  , and therefore 

1|)1/()1(|    provided that .2/1  

Now, for our fractional diffusion equation, we have 

2/1    with .21    So, 2/10   , and hence the 

forward C-N approximation is unconditionally stable. 

Now, the following cases can be considered for stability 

analysis (see also Remark 4.1): 

In the FCN formulation,  

1) For ,21   the choice  2/1    satisfies  

.2/10    Therefore, our proposed second order 

FCN approximation is unconditionally stable. 

2) The choice 0 gives the shifted Crank-Nicolson type 

approximation which is unconditionally stable also 

proved in [13], [17].   

3) When 1  we get the un-shifted Crank-Nicolson 

approximation which is unstable violating the condition 

of Theorem 5.1. This was demonstrated in [13]. 

With the consistency established in Section IV and the 

unconditional stability, we conclude by the Lax‟s 

equivalence theorem that the FCN approximation methods 

for the fractional diffusion (1) are convergent. 

 

VI. NUMERICAL TEST 

For testing the method proposed in this paper, we consider 

the problem in [17] given with the following data:  

 

,0,10),,(),()(),( 








txtxqtxu

x
xdtxu

t 



 

 

.10),()0,(,0),(),1(,0),0( 0  xxsxuttbtutu R

 

with 

Fractional derivative order 1.8 , 

diffusion coefficient   
2.8( ) (2.2) / 6,d x x   

the source function   
3( ,  ) (1 ) exp( ),q x t x x t     

the initial condition   
3

0( ,  0) ( ) , 0 1u x s x x x     

and the boundary conditions 

.0),exp()(),1(,0),0(  tttbtutu R  

The analytical solution to the problem is known to be 

)exp(),( 3 txtxu   (see also [20]). 

We computed the solution for the case 0  which gives 
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the first order stable method obtained in [13] and for the case 

2/11.0    which gives the proposed second order 

stable method. The grid subinterval sizes were chosen as 

 tx  1/10, 1/15/, 1/20, 1/25, 1/100, 1/500 and 1/1000. 

Tables 1shows the absolute errors at time .1t  Note that the 

results of the CN formulation are the same obtained in [17]. 

Fig. 2 is the log-log plot of the errors. The convergence order 

of the log-log plot of error is computed as follows: 

Let ||max 0
M
k

M
kNki UuE    be the maximum 

absolute error for the partition size at row i in Tables I. The 

order of the error will be given by the slope of the log-log 

graph. The slope for the successive points are given by  

 

)./log(/)/log(

)log/((log)log(log

11

111

iiii

iiiii

xxEE

xxEEm








 

 

 
Fig. 2. Log-log plot for CN, FCN. 

 

We also computed the solution with 1 . Theoretically, 

it represents the unstable CN formulation. Numerical results 

also displayed unstable behavior in the solution. 
 

TABLE I. ABSOLUTE ERROR AND CONVERGENCE ORDER FOR FCN 

i tx   

0  FCN ( 2/1   ) 

Error iE  Order Error iE  Order 

1 1/10 1.8226e-3 -- 1.1045e-3 -- 

2 1/15 1.1681e-3 1.0972 4.8323e-4 2.0388 
3 1/20 8.6482e-4 1.0449 2.6981e-4 2.0258 
4 1/25 6.8495e-4 1.0450 1.7193e-4 2.0193 
5 1/100 1.6597e-4 1.0225 1.0644e-5 2.0069 
6 1/500 3.2911e-5 1.0053 4.2447e-7 2.0019 

7 1/1000 1.6438e-5 
1.0015 

1.0608e-7 
2.0005 

 

VII. CONCLUSION 

We have considered the finite difference approximation of 

fractional diffusion equation. The well known Grünwald 

approximation of the fractional derivative is shown to have 

second order accuracy at an intermediate point between two 

adjacent grid points. This fact is used to device second order 

Crank-Nicolson type formulations for the fractional diffusion 

equations. This formulation is a general in the sense that it 

covers three cases of formulations in one setting.  
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